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Amharic Sign Language (ASL) is a vital form of communication for the hearing-impaired

community in Ethiopia. Recognizing and understanding ASL is crucial for facilitat-

ing communication and accessibility for Amharic-speaking hearing-impaired individuals.
ASL relies on manual gestures, including hand shapes and movements, and non-manual

cues such as facial expressions and body postures. The objective of this review is to in-

vestigate the methodologies employed to combine manual and non-manual cues in ASL
recognition systems. In our review, we have considered various inclusion and exclusion

criteria to select relevant research papers. After primary data selection, 46 papers which

focus on sign language are included in our analysis. We also employed a data extrac-
tion form to collect and gather information from these selected papers systematically.

Based on the review, combining manual and non-manual cues enhances the accuracy and

robustness of sign language recognition systems. These techniques leverage computer vi-
sion and machine learning approaches to interpret manual gestures, while also capturing

the nuanced information conveyed through facial expressions and body language. Im-
proving hand gesture recognition involves the finding of key points or poses. Despite the

advancements in ASL recognition, this review underscores a significant challenge—the

lack of available resources, reputable publications, annotated data, and annotating tools
specific to Amharic Sign Language are scarce. This shortage hampers the development

and evaluation of ASL recognition systems, hindering progress in this field.

Keywords: Hybrid Cryptographic Algorithm, Cloud Data Security, Security Per-

formance Evaluation, Asymmetric Algorithm, Symmetric Algorithm, Data Integrity

Verification.

1. Introduction

Fusion techniques refer to methods and approaches used to integrate and com-

bine information from multiple modalities or sources of data. In the context of

Amharic sign language recognition, multi-modal fusion involves combining man-
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ual and non-manual cues, such as hand shapes, movements, facial expressions, and

body gestures, to improve the accuracy and robustness of the recognition system.

Sign languages are natural languages that vary from signer to signer. Manual and

non-manual sign language recognition refers to the process of interpreting both

the manual (hand-based) and non-manual (facial expressions, body movements,

and other non-hand gestures) aspects of Amharic sign language. In Amharic sign

language, manual cues primarily include hand shapes, and movements, while non-

manual cues play an important role in, emotions, and nuances of the language [1].

In the world, more than four hundred sixty-six million (466 million) people have

lost their hearing as reported by the World Health Organization [2]. It accounts

for more than 5% of the world’s population, with children accounting for 5% (34

million). There will be approximately 630 million people with disabilities and hear-

ing loss by 2030 unless action is taken. This number will grow to 900 million by

2050 G.C [3]. A genetic disorder or cause could cause hearing loss. According to the

report, 1.1 billion people aged 12 to 35 will be exposed to hearing loss as a result

of excessive noise.

Humans, by nature, have a voice for communication. However, some people may

have difficulty of communicating due to hearing loss or becoming deaf in various

circumstances [4]. Nature, accidents, or advances in age are all possible causes.

Hearing-impaired people use their eyes to recognize Sign Language. According to

the paper [5] during communication, there is about 55% of useful information from

facial expressions, 38% from sound, and 5% from conveying language. Sign Lan-

guage is a communication system in which people with hearing loss and those with

normal hearing interpret communication visually to exchange information. Approx-

imately 0.4% of Ethiopians are deaf, and nearly 50% are illiterate[5]. This figure

indicates a dearth of research into hearing-impaired people in Ethiopia.

2. Statement of the problem

There is a lack of annotated data for Amharic sign languages, making it difficult

to train machine-learning algorithms for Amharic language sign recognition. Rec-

ognizing signs also requires processing large amounts of visual information, which

can be computationally complex and demanding.

Despite these challenges, researchers are working towards developing manual

and non-manual sign language recognition systems, using various technolo-

gies/algorithms, such as deep learning, computer vision, and machine learning. The

goal is to develop systems that can recognize signs performed by different signers

and in different signing styles[orientation, location], making sign language more ac-

cessible to a wider audience.

in our country Ethiopia, Amharic Sign Language (ASL) serves as a vital means

of communication for the hearing-impaired community. However, detecting, rec-

ognizing, and interpreting ASL gestures accurately presents a huge challenge due
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to the need to effectively combine both manual and non-manual cues. The prob-

lem at hand is the limited understanding and development of multimodal fusion

techniques that can integrate manual and non-manual cues based on multimodal

fusion for ASL recognition. Signing is a continuous, dynamic process, and even the

same sign can be performed in different ways [Position, Orientation, Location] by

different signers, making sign recognition challenging.

2.1. Hand Orientation

Hand orientation is the position of the palm having various positions. When the

palm orientation changes, the meaning also changes, The orientation of the hand

indicates that when the palm faces in, out, horizontally, left, up, or down [6].

Fig. 1. Different hand orientation for the Amharic character[6]

2.2. Hand location

During communication with sign language, the movement of the hand can be done

via different directions to represent messages, These are locations around the fore-

head, chest, left to right, and right to left[6].

Fig. 2. Hand locations for representing a letter derived from [6]

3. Objective

The objective of this literature review is broken down into two parts mainly general

and specific objectives.
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3.1. General Objective

The general objective of this systematic literature review is to investigate the state

of research on the recognition of Amharic Sign Language (ASL) through a multi-

modal fusion combination of manual and non-manual cues.

3.2. Specific Objectives

• To find methods to extract relevant features from the sign language ges-

tures, such as hand shapes, hand movements, and facial expressions.

• To identify the existing research studies focused on manual recognition of

Amharic Sign Language.

• To explore the research on non-manual recognition of Amharic Sign Lan-

guage.

• To find the challenges of multimodal fusion in ASL recognition.

• To assess the current state-of-the-art and future directions for ASL recog-

nition.

4. Research Questions

(1) How can hand gesture recognition be improved?

(2) Which features provide better accurate recognition of sign language in

Amharic Sign Language?

(3) What are the most widely used deep learning algorithms for manual and

non-manual sign language recognition?

5. Related Works

Yigremachew Eshetu’s [2] work discusses a real-time Ethiopian Sign Language

translation to audio converter using a hybrid of vision-based and sensor-based area

units to collect hand configurations and knowledge of the accompanying mean-

ing of gestures. The paper uses the pointed technique for the following purposes,

which will be explained separately. The first is a vision-based solution, in which

they employ a single camera to track the user’s hands to recognize them. Sign

Language in Ethiopia on TensorFlow, the system using a machine learning neu-

ral network dubbed Single Shot Multi-Box Detector (SSD). This network assisted

them in detecting hand motions. The essential stage for this vision-based sensor is

face detection through the haar-cascade [7] [3] to justify whether there are who are

going to sign, hand detection, and overlap detection. This overlap detection means

that every time the system takes a real-time video, it recognizes and analyzes the

footage to see if there is an overlap of hands and faces in Ethiopian Sign Language

meaning. For example, if someone places his hand on his chin, this means ’Mother,’

and if someone places his/her hands on his/her forehead, this means ’Father,’ as

seen in the photographs below. This means that, according to the SSD method, the
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hands and forehead are overlapping, hence the meaning of Ethiopian Sign Language

relies on where the user’s hands are situated. [8]

Fig. 3. ASL: ‘āmeseginalihu’ (Meaning Thankyou)

Amharic Sign Language (ASL) serves as a vital means of communication for the

deaf community in Ethiopia. In recent years, there has been an increasing interest

in developing ASL recognition, leveraging both manual and non-manual cues. This

systematic literature review aims to explore the existing research in this domain,

providing an overview of the advancements, challenges, and future directions for

multimodal fusion to combine manual and non-manual recognition of ASL. The

Fig. 4. ASL: ‘āmeseginalihu’ (Meaning Thankyou)
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study [9] addresses the existing gap in the literature by conducting the first identi-

fiable academic Systematic Literature Review (SLR) and proposing a classification

scheme for sign language recognition systems. The review covers a period from

2007 to 2017 and encompasses 396 research articles, which were analyzed for their

relevance to sign language recognition systems. Following the review process, 117

articles were selected, reviewed, and classified. The classification scheme involved

categorizing the papers based on 25 sign languages and comparing them across six

dimensions, including data acquisition techniques, static/dynamic signs, signing

mode, single/double-handed signs, classification technique, and recognition rate.

The findings of the review reveal that the research in sign language recognition

focuses on static, isolated, and single-handed signs captured using cameras. The

study aims to provide a road map for future research and contribute to the accu-

mulation and creation of knowledge in the field of sign language recognition.

[10] utilizes simple low-level processes operating on images to build realistic rep-

resentations, which are then fed into intermediate-level processes to form sign hy-

potheses. At the intermediate level, the researchers construct representations for

both the manual and non-manual aspects of American Sign Language (ASL), in-

cluding hand movements, facial expressions, and head nods. The integration of

manual and non-manual information is performed sequentially, with the non-manual

information refining the set of manual information-based hypotheses. The results of

the study demonstrate that using image-based manual information alone achieves

a correct detection rate of approximately 88%. However, when facial information

is incorporated, the accuracy increases to 92%, highlighting the valuable contribu-

tion of facial cues in ASL recognition. Additionally, the researchers were able to

successfully detect instances of ”negation” in sentences with a 90% accuracy using

only 2D head motion information.

The objective of the research [11] is to conduct a Systematic Literature Review

(SLR) to gather and synthesize existing knowledge and experiences related to

Vision-Based Recognition (VBR) techniques. The review specifically emphasizes

hand gesture recognition (HGR) techniques and enabling technologies. Through a

careful selection process, 100 relevant studies were chosen and subsequently ana-

lyzed to identify the current state-of-the-art in vision-based gesture recognition.

The researchers aim to provide valuable insights and highlight key findings in the

field of vision-based gesture recognition, with a specific focus on HGR techniques.

This systematic review offers a comprehensive overview of the existing research,

enabling a better understanding of the advancements and challenges in this area

of HCI technology. The author of [12] has used to combine both manual and non-

manual features of sign language to extract facial expressions. To extract the feature

of facial expression they have used an active appearance model in addition to a sup-

porting vector machine for the recognition of non-manual features. They have the
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highest recognition rate of 84%. The main aim of the paper was to combine the

performance of manual and non-manual features of sign language they have cre-

ated two different conditions: non-manual only and manual and non-manual sign

language features combined.

6. Hearing-impaired People

Hearing-impaired people communicate using Sign Language and nonverbal com-

munication. These folks primarily communicate with hearing-impaired and normal-

hearing people via Sign Language. These nonverbal communications include gesture

movement, head tilt, finger spelling, shoulder shrugging, rising eyebrow, and other

nonverbal communication. In everyday life, people communicate by shrugging off

their shoulders or using other non-manual actions. Some non-manual Sign Language

has a challenging scenario to consider as Sign Language since Sign Language is an

organized method of communication in which every word or alphabet is sorted and

assigned a gesture. Hand gestures and eyebrow raises, whether known or unknown,

can be utilized to communicate with another person in some instances [13].

7. Sign Language

The presence of American and Nordic missionaries who built hearing-impaired

schools in Ethiopia in the 1960s resulted in the emergence of Sign Language. [14].

Despite popular belief that Sign Language is not a natural language, it is a natural

language with its own set of laws. As a result, Sign Language, like any other lan-

guage, can be utilized by hearing-impaired, stupid, or normal-hearing people. The

significance of Sign Language stems from the fact that it was used by early humans

before the emergence of vocal language and computers today.

Before learning the mother tongue, a kid uses or communicates gesture commu-

nication when he or she requires food, warmth, or comfort. As a result, this Sign

Language can be learned with a gesture from the start. Sign Language is a vision-

based language that is typically used by the deaf. The current scenario reveals Sign

Language is often utilized or used worldwide such as in international sports to read

the player’s Sign Language if it is used inappropriately, and it can also be used

in religious practice, for traffic signs on the road, and in a variety of other ways.

The structure of Sign Language varies by country: American Sign Language, Indian

Sign Language, Arabic Sign Language, British Sign Language, and other languages

are available [15].

8. Ethiopian Sign Language (EthSL)

According to [17], EthSL is derived from American Sign Language, but it also has

some influence from Nordic Sign Languages like Finnish Sign Language. This implies

that there is some small and specific local Sign Language used by some hearing-

impaired Ethiopians and then incorporated into Ethiopian Sign Language. The local
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Fig. 5. Facial Expression[16]

Sign Language, which was first taught in Ethiopia by American missionaries and

was based on American Sign Language such as ‘Enjera’ ‘Habesha’ ‘Resa’ and so on,

has been updated to Ethiopian Sign Language to be more culturally appropriate.

9. Methodology

9.1. General steps for conducting SLR

The following steps [Figure 4] refer to the approach or process used to conduct

the paper. It outlines the systematic steps and strategies employed to achieve the

objectives of the seminar. This methodology provides a framework for organizing

and implementing the various components of the manual and non-manual recog-

nition of Amharic sign language. Three steps were used to categorize the main

tasks performed during the SLR: planning, conducting, and drafting the review re-

port. Indeed, planning the SLR requires first considering the precise inclusion and

exclusion standards of several earlier investigations.

9.2. Inclusion and Exclusion Criteria

We also used inclusion and exclusion criteria to determine the eligibility of partici-

pants for a seminar. These criteria help us to ensure that the participants selected

for the Amharic sign language meet specific requirements and are representative of

the target audience or objectives.

9.3. Primary Data Selection Process

Finding a primary study started by finding a database. From this, we use formulated

search strings or keywords and apply exclusion criteria. Consequently, from our
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Fig. 6. Step for Conducting SLR [18].

Table 1. Exclusion Criteria

Exclusion Criteria

1. Studies unrelated to Sign Language

2. Non-peer-reviewed publications or grey literature

3. Opinion pieces, reviews, or theoretical papers

4. Experimental studies, simulations, or case studies

5. Mid-night video acquisition and recognition

6. Research of sign Language related to Lexical and Syntactical analysis

7.Study related to Morphological analysis

8. Research conducted in Other than English Language
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Table 2. Inclusion Criteria

Inclusion Criteria

1. Studies focusing on Amharic Sign Language detection and Recognition

2. Studies about deep learning techniques

3. Research conducted in AI, DL, AND/OR ML

4. Publications in peer-reviewed journals

5. Studies published in the last 5 years

6. Full-text articles available in English

7. Experimental studies, simulations, or case studies

8. Amharic Sign Language studies

study, we found 107 and when we applied exclusion criteria, only 67 papers were

left. We have also used manual search to meet our criteria. After applying inclusion

and exclusion again we finally got 41 papers that match our keywords. From 41

papers: IEEE Explore 17, Elsevier 5, Google Scholar 15, and Springer 4.

Table 3. Data Selection criteria

Primary Data Selection Process

Step1: Selection of research repository

IEEE Xplore (3828)

ScienceDirect (329)

Google Scholar (15900)

Springer (144)

ACM (4556)

Step 2: Applying exclusion criteria

Step 3: Initial selection of primary studies

Step 4: Applying inclusion criteria

Step 6: Applying inclusion/exclusion criteria again

10. Search Strategy and Source Selection

Developing an effective search strategy is crucial for conducting comprehensive and

focused research. Hence, based on the above direction and our study objective, we

selected the following database source. These are:

• IEEE Explore

• Elsevier,

• Google Scholar,

• Springer,

• ACM Digital Library, and so on
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Fig. 7. Primary Data Selection Process

For the appropriate, reputable, and reputable selection of recent papers, one

must use keywords. Since we are eager to systematic literature review on Amharic

sign language, we defined ourown keywords that are listed below with operators

“OR”, “NOT” and “AND”.

10.1. Data Count Before and After Selection Process

The following Table emphasizes the number of primary studies found before and

after a selection process from reputable journals.

Quality assessment in a Systematic Literature Review (SLR) is a critical step

that involves evaluating the methodological rigor and quality of the studies included

in the review. This process is essential for ensuring that the findings and conclu-

sions drawn from the review are based on sound, reliable, and valid evidence. The

quality assessment Ensures Validity and Reliability, Reduces Bias, and Enhances

Credibility. Hence, we have used the quality assessment question to justify review

is fulfilled.



Journal of Computational Science & Data Analytics © AASTU Press

A Multi-modal Fusion Technique to Combine Manual and Non-Manual Cues ... 87

Table 4. Selection Keywords

(Deep Learning OR Deep Learning Approach OR

Deep Neural Network

OR Deep Learning Algorithm OR Deep Re-

enforcement learning) AND (Detection OR Recog-

nition)

AND (Artificial Intelligence) AND (Machine Learn-

ing OR Models)

(Sign Language AND Recognition OR Detection OR

Translation) (Amharic

Sign Language AND Detection OR Recognition OR

Detection) AND (Ethiopian

Sign Language) AND (Amharic Sign Language)

NOT (Speech)

Table 5. Data Count before and after selection

Source Before Selection After Selection

IEEE Explore 3,828 17

Elsevier 329 5

Google Scholar 15,900 15

Springer 144 6

ACM 4556 3

Total 24,757 46

Table 6. Quality assessment

1 What is the specific research objective or ques-

tion addressed in the study?

2 Are the research methods and techniques em-

ployed clearly described?

3 How well is the concept of SLR explained?

4 What types of algorithms are considered in the

study?

10.2. Data extraction form

We have also applied a data extraction form that is typically used when conducting

research or gathering information from participants. It is a structured tool that

helps us systematically collect and record data relevant to the seminar’s objectives

in the case of sign language recognition.
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Table 7. Data extraction form

All types of

focus (SLR)

Paper Con-

tent

Description

Bibliography Authors, Title,

Year, Source

Article types Journal arti-

cles, Science Direct,

IEEE Explore, El-

sevier, ACM Digi-

tal Library, Scopus,

Web of Science

11. Research Finding

The main aim of this systematic literature review is to answer the research questions

asked above by using selected research papers. We hereby answered and elaborated

the research questions with the help of the identified study using the criteria we set

for this systematic literature review.

11.1. Research Question 1 (RQ1)

11.1.1. How can hand gesture recognition be improved?

In human-computer interaction, hand-gesture recognition is a significant challenge

[18]. Among different forms of hand gesture recognition, one form is static hand ges-

ture recognition. Feature extraction Module, Processing Module, and Classification

Module are types of static hand gesture recognition developed by authors. The fea-

ture extraction module employs a top-down approach to human pose estimation to

extract not just the key points but also bounding boxes for the body and hands. In

the processing module, after being normalized and handled, its output will serve as

the source of information for the categorization module in their suggested design,

an architecture with two pipes. Based on the character of the datasets, the fea-

ture extraction module uses MMDetection for detecting hand gestures or full-body

gestures. MMDetection is an open-source deep learning toolbox developed by the

Multimedia Laboratory at The Chinese University of Hong Kong. It is designed

for object detection research and implementation. MMDetection [34] provides a

flexible and modular framework for training and evaluating state-of-the-art models

for various computer vision tasks, with a primary focus on object detection. Some

of its key features include module design, support of various data sets, and multi-

ple model implementation. The MMdetection was used to detect the whole-body

bounding boxes on datasets which includes the image of whole or upper half-human

body (WH) datasets. On the data sets, only hand bounding boxes are detected not

the whole human body since it will become more complex and extremely difficult
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to train the model.

The paper used a pose estimation method for the processing of hand gestures.

The pose estimation has the advantage of not wearing any sensor during data

gathering. After data gathering the preprocessing of the data is followed by the

usage of key points. The use of key points or poses has an advantage over com-

plex backgrounds and different lighting conditions as well as the distance between

the camera and hand gesture. Experiments were carried out on three datasets:

HANDS, OUHANDS, and SHAPE. On three datasets, the suggested two-pipeline

architecture with 2.5 million parameters achieved accuracy of 94%, 98%, and 94%.

Furthermore, the lightweight version with 0.22 million parameters obtained 91%,

94%, and 96% accuracy. According to the paper [35], a vision-based gesture recog-

nition system for Indian Sign Language (ISL) was proposed to recognize:

• Single-handed static and dynamic gestures,

• Double-handed static gestures, and

• Fingerspelling words.

Signs are extracted from a real-time video using skin color segmentation. An

appropriate feature vector is extracted from the gesture sequence after the co-

articulation elimination phase. The obtained features are then used for classification

using a Support Vector Machine (SVM). The system successfully recognized:

• Finger spelling alphabets with 91% accuracy and

• Single-handed dynamic words with 89% accuracy

The study entitled “Hand Gesture Recognition Based on Single-Shot Multi-box

Deep Learning” [19] has a scope of recognizing hand gestures to increase effective

communication between humans and computers. The paper proposes a good ap-

proach to recognizing hand gestures in a complex scene or indifferent environment

using the Single-Shot Multi-box Detector algorithm. This algorithm has 19 layers

and the data prepared is the benchmark of the database which is prepared by con-

sidering different backgrounds or for a real-time hand gesture recognition system.

Finally, the algorithm accuracy is found to be 99.2 Adversarial learning techniques

can be employed to address challenges and improve the accuracy of sign language

recognition systems, especially in scenarios where the input data may be subject to

variations, noise, or adversarial attacks. Feature extractor for RGB videos The mo-

tion trajectory of sign language is a crucial factor. For RGB videos, considering that

3D-CNNs can extract the information of the trajectory and the residual networks

are successful in different computer vision tasks, we employ the ResNet-18 version

of the R (2+1) D network as the feature extractor [20]. The author represented the

feature output by the first fully connected layer as m. The dimension of m is c,

which equals the number of channels. Then they sent m into the sigmoid function

and output s as the weights of channels. Finally, the element-wise product between

s and f 2.
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Fig. 8. Key points[18].

11.1.2. Feature extractor for RGB videos

The motion trajectory of sign language is a crucial factor. For RGB videos, consid-

ering that 3D-CNNs can extract the information of the trajectory and the residual

networks are successful in different computer vision tasks, we employ the ResNet-18

version of the R (2+1) D network as the feature extractor [20]. The author repre-

sented the feature output by the first fully connected layer as m. The dimension of

m is c, which equals the number of channels. Then they sent m into the sigmoid

function and output s as the weights of channels. Finally, performed element-wise

product between s and f2:

s = sigmoid(m), u = s⊗ f2

where u is the new feacher map sent into the next convolutional block.

By training the auxiliary task the network can automatically focus on-hand

locations.

Table 8. Module setting of the hand location tracking task

Position of the

Module

Accuracy (%)

Conv block 1 64.9

Conv block 2 66.65

Conv block 3 66.16

Conv block 3 66.04
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11.2. Research Question 2 (RQ2)

11.2.1. Which features of ASL provide better and more accurate recognition

of sign language in ASL?

The paper published by Yigremachew Eshetu [3] discusses a real-time Ethiopian

Sign Language translation to audio converter with a hybrid of vision-based and

sensor-based area unit to capture hand configurations and knowledge of the corre-

sponding meaning of gestures. The paper uses the pointed method for the following

purposes discussed separately. The first one is a vision-based approach: they use a

single camera to track the user’s hands to recognize Ethiopian Sign Language. The

system uses a machine learning neural network called Single Shot Multi-Box De-

tector (SSD) on TensorFlow. This network helped them to detect the hand gesture.

The main part of the steps for this vision-based sensor is face detection by using

haar-cascade [17] [3]to justify whether there are who are going to sign, hand de-

tection, and overlap detection. This overlap detection indicates that whenever the

system takes a video from real-time it identifies and analyzes the video if there is

an overlap of hands and face in Ethiopian Sign Language meaning. For example, if

someone puts his hand on his chin this means in Ethiopian Sign Language ‘Mother’

and if someone puts his/her hands on his/her forehead this means ‘Father’. This

indicates that according to the method of SSD, hands, and forehead are overlapped

so that there is Amharic Sign Language meaning depending on the place of hands

the user located. The average recognition rate obtained is 88.56% across all the

gestures and for each of those gestures, the typical recognition rate is found to be

80%-90%.

11.3. Research Question 3 (RQ3)

11.3.1. What are the most widely used deep learning algorithms for

signer-independent sign language recognition?

There is various study done on sign language, particularly with a deep learning

algorithm. Below will discuss most deep learning algorithms used for Amharic sign

language recognition. For the hypothesizing of object location, there is a need for

state-of-the-art which depends on the region proposal such as Faster R-CNN and

SSD [8] [3]. There are so many state-of-arts for object detection such as R-CNN,

Fast R-CNN, and YOLO (You Look Only Once). Each of them differs from each

other in either the speed or accuracy of detecting an object. For example, the

algorithm R-CNN consumes an extreme amount of time training than the rest of

the state. Faster R-CNN evolved to solve the speed and accuracy of the previous

version Fast R-CNN [17] [8] [21]. For recognition of Amharic Sign Language to

Amharic characters using Faster R-CNN, the following general steps are followed.

• Input frame/image of Amharic Sign Language extracted from a video of

the signer and passed to ConvNet; then get a feature map of the image.
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• RPN network is applied on the feature map found, RPN returns object

proposal with their score of Sign Language image or not.

• RoI pooling layer is applied to the returned proposal to resize all the pro-

posals with the same size.

• The last step states that the proposal is passed to a fully connected layer

which has the SoftMax layer and the regression layer at its top, to classify

and output the bounding box for Sign Language already annotated.

Fig. 9. Faster R-CNN reading frame [8]

12. Conclusion

Improving hand gesture recognition involves the finding of key points or poses i.e.

finding the joint of the hand for effective training of the data. According to the

review, there is no specific feature that is intended to provide better and more ac-

curate recognition of ASL. This is because, with any feature of ASL with good data

and the right technology we can get better recognition. The most widely used deep

learning algorithm is CNN.

The systematic literature review on signer-independent, manual, and non-manual

recognition of Amharic sign language highlights the existing research efforts and

advancements in this domain. As we have seen in research questions 1, 2, and 3,
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Table 9. Summary of Research Q3

Ref Algorithm Data Sets Metrics

[4] Single-

Shot Detec-

tor (SDD)

Custom 88.46% accu-

racy

Sensor-

Based

Custom 88-90% accu-

racy

Faster

R-CNN

Prepare with d/t

background

8.2

% and recog-

nition time

was 90.03

milliseconds

faster R-

CNN, SDD

Custom Prepared 98.25%, 96%

accuracy

the review underscores the significance of developing accurate and robust sign lan-

guage recognition systems that can effectively understand and interpret Amharic

sign language gestures. The literature review revealed that various approaches have

been explored for signer-independent recognition, aiming to overcome the challenges

posed by variations in signing styles and individuals. These approaches include the

utilization of depth sensors, computer vision techniques, and machine learning al-

gorithms to capture and analyze manual and non-manual features of Amharic sign

language.

The review also emphasized the importance of considering both manual and non-

manual aspects of Amharic sign language, as non-manual features such as facial

expressions, body posture, and head movements play a crucial role in conveying

meaning in sign language communication. While significant progress has been made

in manual and non-manual Amharic sign language recognition, the literature review

identified some remaining challenges. These challenges include limited annotated

datasets specific to Amharic sign language, the need for more comprehensive and

standardized evaluation metrics, and the requirement for more extensive research

on non-manual feature recognition.

The systematic literature review suggests that future research in this area should

focus on addressing these challenges by collecting larger and more diverse datasets,

developing robust feature extraction methods for both manual and non-manual

cues, and exploring advanced machine learning techniques such as deep learning

and adversarial learning for improved recognition performance. Overall, the sys-

tematic literature review highlights the growing interest in multimodal fusion to

combine manual, and non-manual recognition of Amharic sign language and pro-

vides valuable insights for researchers, practitioners, and developers working to-
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wards the advancement of technology-driven solutions for effective communication

and inclusion of the Amharic signing community.
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