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The goal of this research is to offer insightful information that can improve Ethiopia’s in-

tensive care unit (ICU) services. There is an increased risk of patients’ death in Intensive

Care Units (ICUs). This is because of several variables, including preexisting medical
issues, lack of resources, and delayed decisions. Healthcare professionals can better pri-

oritize their patients in need of intensive care, distribute resources more efficiently, and

enhance patient outcomes by using predictive models to estimate ICU mortality. ICU
data is collected from five Ethiopian public hospitals to develop a machine learning

method for predicting ICU mortality. The data includes demographic features, vital
signs, lab results, and discharge status of 10,798 ICU dataset records. We employed a

range of feature selection techniques, such as filters, wrappers, and embedding methods,

to identify the most crucial features for mortality prediction. We also compared the per-
formance of two machine learning algorithms, Random Forest and Decision Tree. These

models are trained using ICU data with features encompassing age, length of stay, tem-
perature, neutrophil, Diagnosis (DX) condition, PH, and Lymphocite. These features
are selected using Recursive Feature Elimination (RFE). Using a number of different

evaluation methods, including accuracy (99.7%), precision (99.4%), recall (98.8%), F1

score (99.1%), and area under the curve (AUC) (99.3%), Random Forest performed
better than Decision Tree. Based on our findings, we made recommendations for health-

care practitioners and policy makers. We also suggest key future research directions for

researchers in the area.

Keywords: feature selection, Intensive Care Units(ICU), patient mortality, healthcare
data, machine learning, prediction model

1. Introduction

The effectiveness of a country’s healthcare system has a significant impact on its

development. Economic progress cannot be attained without having access to high-

quality healthcare services. A significant investment is required for the infrastruc-

ture and trained labor of the health centers. The goal of this project is to provide

valuable insights to enhance the services of Intensive Care Unit services (ICU).
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ICU stands for intensive care unit for patients under severe emergency conditions

requiring a significant amount of healthcare staff support and specialized medi-

cal equipment such as ventilators, monitoring devices, feeding tubes, drains, and

catheters. On the basis of the report in [1], Ethiopia is one of the low- and middle-

income countries (LMICs) where health system professionals frequently do less than

half of advised evidence-based care measures. More than 8 million deaths a year

in low-income nations like Ethiopia are a result of poor health systems. Six trillion

dollars in economic welfare are lost as a result of these deaths. Moreover, research

indicates that almost one-third of individuals encounter inappropriate treatment,

brief appointments, inadequate communication, or lengthy in outpatient clinics. The

capacity of health systems should provide care for complex and emergent illnesses

is further hampered by weak referral systems and lack of platform integration. This

causes a significant delay in retrieving patient health record data, which raises the

death toll. The study in [1] also demonstrates the unequal access to high-quality

healthcare across different nations, with disadvantaged and underprivileged popula-

tions receiving less effective treatment and a worse user experience. Due to specific

care settings, medical issues, and demographic variables, people in MLICs are also

more susceptible to receiving poor healthcare services. It is advised that the gov-

ernment enhance the number of clinics and health service providers with strong

performance in order to achieve the SDG2 healthcare target, ”Ensure healthy lives

and promote well-being for everyone at all ages” [2]. The reasons for choosing this

area are multi-folds: (1) to investigate the factors which contribute to the death of

patients in ICU, (2) to support healthcare staff by providing useful insights about

the fatality level of patients at ICU using data analytics, this will help staffs to de-

cide reallocation of ICU who need most, (3) to assist health administrator to have

useful insights from data like Mortality of patients to manage staffing and resources

intelligently, (4) to provide insights of the dominant factors related to mortality for

risk and disease control management, (5) to develop health care digital innovation

that will help the policy makers to improve the health care facilities and service

delivery up-to expectation of patients and minimize life loss. Numerous research

papers [7, 8, 9, 10, 11] conducted in ICU are not adequate to predict the mortality

of patients in ICU in the context of Ethiopian healthcare. The intensive care unit or

emergency room in healthcare centers poses a number of issues linked to resource

constraints, time constraints, and the need for important judgments. Moreover, the

factors which contribute to the mortality of patients at ICU are not well inves-

tigated. Most ICU/Emergency department patients face unexpected bleeding, low

blood pressure, irregular heartbeat, hypertension and breathing difficulties. In other

words, it might be difficult to give accurate treatment to critically sick patients in

low-resource settings: lack of equipment, inappropriate allocation, poorly trained

staff, and inadequate infrastructure. A more accurate prediction of mortality of

patients who are admitted to the ICU/emergency section could be pre-arranged

often requires only a short time of surveillance before being discharged. Regardless

of the existence of ICUs, many patients still pass away due to a lack of equipment
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or skilled personnel to give them the proper treatment. Critical care is needed for a

growing number of ailments, including cardiac disease, diabetes mellitus, and renal

failure. Besides, ICUs are better equipped in tertiary and specialty hospitals than

in rural public hospitals [19]. The general objective of this study is to examine

the feature selection methods to create a model to predict patient mortality at an

intensive care unit.

In Ethiopian healthcare systems, the beneficiaries of the mortality prediction

model encompasses patients, investors in the health sector, researchers in health,

healthcare profession-

als, healthcare research centers/institutes/hospitals/clinics/labs/teaching referral

hospitals, Ethiopian Public Health Institute (EPHI), and Ministry of Health.

2. Related Works

Feature extraction methods for ICU patient mortality prediction based on tradi-

tional machine learning have been explored in several studies. One study compared

the performance of machine learning models with and without feature selection[39].

Another study leveraged classical machine learning techniques to identify the min-

imum feature set that best informs first-day mortality, with Elastic Net being the

best performing method [39]. Additionally, another study used four popular su-

pervised machine learning algorithms (Decision Tree, Random Forest, K-Nearest

Neighbors, and Logistic Regression) to predict ICU patient mortality, Random

Forest achieved a maximum accuracy of 0.87 [40]. These studies highlight the im-

portance of feature selection and the use of various machine learning algorithms for

accurate mortality prediction in the ICU. The papers in [7, 8, 9, 10, 11] used ma-

chine learning to predict the mortality of patients in ICU and few of these studies

identified the factors determining the mortality of patients. Other studies in [3, 4, 5]

used cohort study which helps to understand the mortality of patients in ICU in

the past in the selected time frame and selected health centers.

In general, the factors causing mortality at ICU might vary across regions and

countries and also varies over time, also vary based on the availability of quality

of health care service, budget and other macroeconomic factors. In general, causes

of death can be grouped into three categories: communicable (infectious), non-

communicable (chronic and hypertension) and injuries [23]. For example, COVID-

19 is an infectious disease that causes a great number deaths across the globe.

However, the nature of symptoms and the rate of mortality vary across countries.

The fatality rate of COVID-19 patients admitted to ICU is mainly determined

by demography (i.e. age, gender, etc.) and comorbidities (cardiovascular diseases,

cancers, diabetes mellitus, and chronic lung diseases) and the availability of health

infrastructure [18].
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3. Materials and Methods

The sequence of key tasks needed to complete the investigation is represented by

the research flow. It offers the benefit of specifying the research-related procedures

to be followed. Figure 1 shows how the research flow in this study is divided into

different phases.

Fig. 1. Research Workflow.

3.1. Data Sources, and Gathering Procedures

Data Sources: This research utilized the population of ICU/emergency patients

mainly focusing on non-communicable diseases. The data about ICU patients were

collected from five hospitals, four of which are located within Addis Ababa, and one

hospital located outside the city. The selection of hospitals was based on numerous

criteria. Firstly, the four hospitals within Addis Ababa were chosen due to their

diverse patient population and reputation for providing high-quality critical care

services. These hospitals represent a range of healthcare settings, including public

and teaching hospitals, capturing a broad spectrum of ICU patients in the city.

In addition, a hospital from outside Addis Ababa is included to compare results

and enhance the generalizability of the findings, allowing for a more comprehensive

understanding of ICU care in different geographical locations. In addition, these

hospitals have the capacity to provide comparable critical care services and willing-

ness to participate in the study.
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3.2. Data Collection Procedures

Data collection was conducted in accordance with established ethical guidelines

and protocols. Besides the researchers’ home institution, Institutional review board

(IRB) approval was also obtained from each participating hospital to ensure patient

privacy and data confidentiality. The data collection is carried out to capture a

sufficient sample size and represent the typical ICU patient population. The data

was primarily extracted from electronic health records (EHR) systems used by

the participating hospitals. This method was chosen to ensure consistency and

accuracy in data collection, minimize data entry errors, and facilitate the analysis of

a large volume of patient information. The EHR systems contained comprehensive

details on demographic features, vital signs, lab results, and discharge outcomes,

allowing for a comprehensive analysis of ICU care. In addition, the collected data

has been further validated and enhanced through iterative manual procedures to

minimize data entry errors, missing values, and outliers. To ensure data accuracy

and reliability, a thorough validation process was implemented. This involves cross-

checking the extracted data against the original medical records to identify any

discrepancies or missing information. Any inconsistencies were resolved through

consultation with the healthcare providers and data entry personnel involved in

the study. It is important to acknowledge the limitations of this methodology. Due

to the retrospective nature of the study and reliance on EHR systems, there may be

inherent limitations such as missing data, incomplete documentation, or variations

in data quality across hospitals. Additionally, the inclusion of only five hospitals may

not fully represent the diversity of ICU settings across the region or country. Despite

these limitations, the chosen methodology allows for a comprehensive analysis of

ICU data, providing valuable insights into the demographic features, vital signs, lab

results, and discharge outcomes of ICU patients within and outside Addis Ababa.

Providing a clear justification for the methodology used in data collection, will

ensure the selected hospitals and data collection methods are appropriate for the

research objectives.

3.3. Data Preparation, Preprocessing and Transformation

The majority of healthcare data is usually not kept in a digital format. To remedy

such issues, the necessary data preparation processes must be undertaken. Data

gathered from multiple hospitals and health institutions are encoded and combined

to build a unified structure, and other activities were conducted at this stage.

Data preprocessing is the activities carried out to improve data quality, which

eliminates outliers, duplicates, irrelevant values, or handles missing values by adding

appropriate defaults to missing values, encoding or removing irrelevant values and

outliers from the data. Normalizing or standardizing the variables is also carried out

in this stage. Generally, a variety of data preparation techniques have been utilized,

relying on the purpose of the study and the type of data. Data transformation

encompasses a variety of techniques depending on the nature of the data. Both
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categorical variables need to be transformed and encoded into numerical values

and finally, all encoded and numerical values need to be normalized into standard

scales.

3.4. Feature Selection Methods

In this stage, the most relevant features that are likely to impact ICU mortality are

identified. In addition, domain expertise, literature review, or statistical techniques

(e.g., correlation analysis, feature importance) are used to select the features. This

step helps reduce noise, irrelevant features, reduce dimensionality in the data and

in turn improves the accuracy of the mortality prediction model.

Feature selection methods aim to identify the most relevant subset of features

from a larger set of input features. Filter methods are used to assess feature rel-

evance based on intrinsic characteristics, while wrapper methods treat feature se-

lection as a search problem by evaluating feature subsets using a specific learning

algorithm. Embedded methods incorporate feature selection within the learning al-

gorithm’s training process. Each method offers unique benefits and considerations,

such as dimensionality reduction, simplicity, incorporation of feature interactions,

or algorithm-specific feature selection. The concepts of filter, wrapper, and embed-

ded feature selection models are discussed below:

Filter Method:Without considering the performance of the learning algorithm

into account, filter methods assess and rank features based on their inherent quali-

ties. Statistical or metric-based measurements are used in filter approaches to eval-

uate feature importance without regard to particular learning algorithms. As each

characteristic is evaluated separately, filter methods do not require an explicit search

process. A subset of the highest-ranked features is chosen, and features are sorted

according to their relevance scores as part of the filter feature selection process. The

simplicity and computational efficiency of filter techniques are advantages. It is not

dependent on the learning method either. Several filter techniques use statistical

metrics to convey information about the significance of a feature. Conversely, filter

approaches fail to take into account feature interactions and could miss significant

feature combinations. Furthermore, it might not take into account the relation-

ship with the target variable and is restricted to intrinsic qualities. Features that

could be strongly linked or redundant could be chosen via the filter approach [37].
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Algorithm 1: Filter Method: SelectKBest with Analysis of Vari-

ance(ANOVA)

Input:

• X : Feature matrix

• y : Target variable

• k : Desired number of features

Procedure: Input : X, y, k

Output: Selected features

Fit an ANOVA model on X and y to compute the F-value for each feature;

Rank the features based on their F-values in descending order;

Select the top-k features with the highest F-values;

Output: The set of selected features.

The pseudocode in algorithm 1 outlines the basic steps involved in the filter

method using SelectKBest with ANOVA. It fits an ANOVA model on the feature

matrix and target variable to compute the F-value for each feature. Then, it ranks

the features based on their F-values and selects the top-k features with the highest

F-values.

Wrapper Method: By analyzing the output of a specific learning algorithm,

wrapper approaches evaluate feature subsets and approach feature selection as a

search problem. By using a learning algorithm as a ”black box,” wrapper meth-

ods assess many feature subsets and choose the one that performs the best. By

iteratively changing the feature subset in accordance with a search strategy and

assessing the learning algorithm’s effectiveness, wrapper techniques carry out an

explicit search. The chosen feature subset and its matching performance on the

selected learning algorithm are the outcomes of the wrapper feature selection pro-

cess. The wrapper method assesses how feature interactions affect the effectiveness

of the learning process. It offers adaptation to various problem kinds and flexibil-

ity to work with various learning algorithms. Wrapper approaches can identify the

ideal feature subset to maximize the efficiency of the learning algorithm. However,

because a learner is trained and evaluated iteratively, wrapper approaches are com-

putationally costly. In addition, if the chosen feature subset doesn’t adapt well to

new data, there might be a risk of overfitting. Because the performance is so depen-

dent on the particular learning method being utilized, it is not very generalizable

[35].
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Algorithm 2: Wrapper Method: Recursive Feature Elimination (RFE)

Input:

• X : Feature matrix

• y : Target variable

• model : Machine learning model to be evaluated

• k : Desired number of features

Procedure: Input : X, y, model, k

Output: Selected features

while
the number of selected features is less than k

end

for each
each feature f in remaining features

end

Train the model using selected features and f;

Evaluate the model on a validation set;

Select the feature with the highest performance metric as best feature;

Add best feature to selected features;

Remove best feature from remaining features;

Output: The set of selected features.

The pseudocode in algorithm 2 outlines the basic steps involved in the RFE

wrapper method for feature selection. It iteratively selects the best feature based

on the performance of the model trained with the selected features. The process

continues until the desired number of features (k) is reached.

Embedded Method: Feature selection is the most prominent phase in

the training of the learning algorithm in embedded systems. By using reg-

ularization or built-in feature importance metrics during training, embed-

ded approaches integrate feature selection within the learning process. Us-

ing properties unique to the learning algorithm, embedded techniques use fea-

ture selection as part of the training process, identifying and choosing fea-

tures. The trained model and the features chosen based on their significance

scores or coefficients are the outcomes of embedded feature selection [35, 37].



Journal of Computational Science & Data Analytics © AASTU Press

22 Alemneh G. N. et. al.

Algorithm 3: Embedded Method: L1 and L2 Regularization for DT/RF

Input:
• X : Feature matrix

• y : Target variable

• model : Decision Tree (DT) or Random Forest (RF) model

• k : Desired number of features

Procedure:
Input : X, y, model, k
Output: Selected features
Train the DT/RF model with L1 regularization on X and y ;
Get L1 feature importance score from the DT/RF model based on the magnitude
of the learned coefficients or feature importance measures (e.g., Gini importance
for DT, feature importance for RF);

Sort features by L1 importance based on their L1 importance scores in
descending order;

Select top-k features based on highest L1 importance scores;
Train the DT/RF model with L2 regularization on X and y ;
Get L2 feature importance scores from the DT/RF model based on the
magnitude of the learned coefficients or feature importance measures;

Sort features by L2 importance scores in descending order;
Select top-k features based on the highest L2 importance scores;
Output: The set of selected features.

In the pseudo-code in algorithm 3, the steps for training the machine learning

model with L1 and L2 regularization remain the same. The difference lies in the

method of obtaining feature importance scores. For Decision Trees (DT), you can

use measures like Gini importance. For Random Forests (RF), you can use the

feature importance scores provided by the RF model itself. The selected features

are based on the importance scores obtained from the DT/RF model.

The embedded method produces more effective and efficient models by enabling

immediate feature selection and learning. In order to find pertinent features, it

can also take advantage of algorithm-specific properties. Embedded techniques,

on the other hand, have limited transferability to various algorithms since they

are closely linked with the selected learning algorithm. For complicated models,

interpreting the feature relevance could be difficult. If the regularization is not

correctly calibrated or the learning method is very sophisticated, there is a chance

that it might overfit.

3.5. Machine Learning Model Selection, Building and Evaluation

The preprocessed data in earlier steps need to be divided into training and testing

sets. The model is trained using the training set to discover different data attributes.

Selecting the appropriate tools, techniques, and algorithm is one step in the model-

building process. Learning from training data, generalizing existing knowledge, and

utilizing untested data to develop predictions and achieve the goal were all essential
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steps in the model-building process.

3.6. Evaluation of Models:

Machine learning model evaluation is a crucial work that determines a model’s effi-

ciency and performance. The evaluation metrics encompassing accuracy, precision,

recall, F-Score, Area Under the curve (AUC) and confusion matrix are commonly

used to assess a proposed model’s performance in testing machine learning predic-

tion. These are described as follows:

Confusion Matrix: A confusion matrix is a table that summarizes the perfor-

mance of a classification model by counting the number of true positive (TP), true

negative(TN), false positive(FP), and false negative (FN) predictions. It provides

a detailed view of the model’s performance across different classes. The confusion

matrix is typically represented as follows:

Actual (+) Actual (-)

Predicted (+) TP FP

Predicted (-) FN TN

The confusion matrix can be used to calculate various performance metrics such

as accuracy, precision, recall, and F-score.

Accuracy(A): Accuracy measures the proportion of correctly classified in-

stances out of the total number of instances in the dataset.

A =
TP+TN

TP + TN + FP + FN
(1)

Precision (P): Precision is a metric that focuses on the accuracy of positive

predictions.

P =
TP

TP + FP
(2)

Recall(R): Recall, also known as sensitivity or true positive rate, measures

the proportion of correctly predicted positive instances out of all actual positive

instances in the dataset.

R =
TP

TP + FN
(3)

F-score: The F-score is a metric that combines precision and recall into a single

value. It provides a balanced measure of the model’s performance by considering

both the ability to identify positive instances (recall) and the accuracy of positive

predictions (precision).

F-score = 2× P× R

P+ R
(4)
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AUC (Area Under the Curve): AUC is a metric commonly used to evaluate

the performance of binary classification models based on their receiver operating

characteristic (ROC) curve. It measures the area under the curve, which represents

the model’s ability to distinguish between positive and negative instances. A higher

AUC indicates better discrimination. A perfect classifier has an AUC of 1, while a

random classifier has an AUC of 0.5.

3.7. Software and Hardware Tools

To create machine learning models, a variety of Python frameworks and tools includ-

ing Scikit-Learn, Pandas, and Numpy are utilized. Python provides a huge library

of solutions for a wide range of issues and uses. Furthermore, machine learning re-

search requires hardware processing capabilities with rapid CPU/GPU speeds and

big RAM capacities.

4. Experimentation, Results and Discussion

The study project starts with a succinct statistical analysis of the data and proceeds

to a detailed description of the experimentation techniques and an assessment of

the ones that have been performed. Lastly, conclusions on the model’s functionality

and feature selection methods are derived from the tests that were carried out.

Proposed Models: Random Forest (RF) and Decision Tree (DT) are two machine

learning techniques that are used in the construction of the ICU patient mortality

prediction model. After data preparation and relevant feature selection techniques

are applied to the gathered ICU patient record data, the models are trained and

assessed. By contrasting the model’s performance using and not using feature se-

lection techniques on the input dataset, the model is assessed. The most important

procedures in dataset preparation involve dealing with missing values, categorical

data oversight, and data cleansing. There are other vital phases involved as well.

Following the preprocessing of the dataset, the preprocessed data is subjected to

a variety of feature selection techniques in order to uncover significant numerical

and/or categorical variables that enhance the ability to forecast the goal variable

of mortality (of ICU patients). Following the application of feature selection ap-

proaches, the accuracy, precision, recall, f-measure, and confusion matrix were used

to assess the suggested model.

Data Description: The data set for ICU patients entailing medical history are

collected and organized in a manner that is appropriate for the construction of the

ICU mortality predictive model. The dataset was collected from five public hospitals

(Zewditu Referral Hospital, Ras Desta General Hospital, Yekatit 12 Hospital Medi-

cal College, Minilik II Referral Hospital and Debre Birhan Hakem Gizaw Hospital).

The raw data on ICU patients was recorded in different hospitals during 2013-16.

The collected ICU data has a total of 10,806 records. The researcher then went

ahead and modified the dataset to meet the particular needs of the classification

algorithms. After being collected from the five hospitals, the dataset was coded,
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arranged, and filtered from the patient information system into an Excel file. In

order to better understand the data and plan future preparations, it is presently

being explored. The data collected includes details about the medical histories of

ICU patients, including diagnosis, vital signs, laboratory results, and demographics,

in order to forecast the patient’s prognosis. The collected raw data has incomplete

information, missing values, outliers and inconsistencies. Some features encompass-

ing patientId, patient name, phone number, MRN, user, nurse, physician, date

of admission, discharge date etc. are removed. After preprocessing raw data, we

obtained a cumulative count of 10798 ICU patient records, encompassing records

with 23 distinct attributes, including one category feature (class), 16 numerical

values, and 6 categorical values. As described in Table 1, the dataset comprises

many variables, including Sex, Age, Address, Payment Type, Diagnosis Condition,

Pulse Rate, Systolic Blood Pressure, Diastolic Blood Pressure, Body Temperature,

Respiratory Rate, Oxygen Saturation, Pain Score, Random Blood Sugar, Oxygen

Support, White Blood Cell Count, Neutrophil Count, Lymphocyte Count, Red

Blood Cell Count, Hemoglobin, Platelet Count, pH Level, and Discharge Status.

Table 1. Description of features with its type (numerical or categorical)

Feature Name Description Type

Sex Gender of the patient (Male/Female) Categorical

Age Age of the patient in years Numerical

Address Patient’s residential address Categorical

Payment Type Method of payment for healthcare services Categorical

Diagnosis(DX) Condition Medical condition or diagnosis Categorical

Pulse Rate(PR) Heart rate in beats per minute Num.(60-100)

Systolic Blood Pressure(SBP) Highest pressure in the arteries during a heart beat Num.(90-120)

Diastolic Blood Pressure(DBP) Lowest pressure in the arteries between heart beats Num.(60-80)

Body Temperature Body temperature in degrees Celsius Num.(36.5-37.5)

Respiratory Rate(RR) Number of breaths per minute Num.(12-20)

Oxygen Saturation(SpO2) Percentage of oxygen saturation in the blood Num.(95-100)

Pain Score (Pain) Assessment of pain intensity (on a scale of 0-10) Num.(0-10)

Random Blood Sugar( RBS) Level of glucose in the blood Num.(70-100)

Oxygen Support (Oxygen) Type of oxygen support received Categorical

White Blood Cell Count( WBC) Number of white blood cells per microliter of blood Num.(4,000-11,000)

Neutrophil Count Number of neutrophils (a type of white blood cell) Num.(1,500-8,000)

Lymphocyte Count Number of lymphocytes (a type of white blood cell) Num.(1,000-4,800)

Red Blood Cell Count (RBC) Number of red blood cells in million per microliter of Num.(4.5-5.5)

blood

Hemoglobin (Hb) Level of hemoglobin in the blood (12-16 g/dL for Num.(12-17)

females, 13-17 g/dL for males)

Platelet Count (Plt) Number of platelets per microliter of blood Num(150,000-450,000)

pH Level (pH) Acidity or alkalinity level of a solution Num.(pH 0-14)

Discharge Status (Discharge) Status of patient’s discharge from the hospital Categorical

Length of Stay (LOS) Duration of hospitalization in days Numerical

Hospital Name or code of the hospital Categorical

After the data has been cleaned up and formatted properly for machine learn-

ing models such as RF and DT. The ICU dataset is scaled, encoded, and split

into training and testing sets in order to build and assess the model Data Prepro-
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cessing: The dataset for the ICU mortality prediction algorithm used in this study

was prepared using Python programming tools. The steps involved in data prepro-

cessing encompass feature selection, standard scale transformation, encoding, and

handling of missing values. To ensure processing for constructing ICU predictive

models, every categorical data has been transformed into a corresponding numerical

representation using the label encoder in the scikit-learn python library.

Dealing with missing values: Imputation techniques are used in this study to

handle the missing values in the dataset. These techniques involve substituting com-

puted or approximated values for the missing ones. Maintaining data integrity and

ensuring the efficacy of machine learning models depend on the appropriate assign-

ment of missing values. The SimpleImputer() function, a commonly used method for

imputing missing values in both numerical and categorical variables, is utilized in

this study from the Scikit-learn python library. The proposed methodology suggests

imputing missing values in categorical features using the mode, which represents

the most frequently occurring value. In the case of numerical variables, missing val-

ues are imputed with the mean value. By utilizing these imputation methods, this

research aims to address missing data and enable reliable analysis and modeling

within the machine learning framework.

Data transformation and encoding: Encoding and data transformation are es-

sential steps in the machine learning preprocessing phase. In order to prepare the

original input data for machine learning algorithm training, these techniques entail

some manipulation. These procedures greatly enhance the efficiency and perfor-

mance of the models by lowering noise, dealing with missing values, and formatting

data so that algorithms can understand and analyze it. By following these basic

steps, we can be sure that the data is properly prepared for the machine learning

algorithm to extract useful insights and patterns.

Data imbalance handling: An imbalance in the target class’s data set shows an

obvious variation in the number of samples or occurrences across different cate-

gories. There are two commonly used techniques for addressing such imbalances:

under sampling and oversampling. Reducing the number of instances in the ma-

jority class to match the number of occurrences in the minority class is termed as

under sampling. On the other hand, over-sampling involves increasing the minority

class’s instance counts to equal that of the majority class. In this research, the tar-

get labeled dead is a majority class whereas improved is a minority class as depicted

in Figure 2. It is illustrated that the dataset for the target category of discharge

status is imbalanced. Imbalanced datasets can pose challenges in machine learning

and statistical analysis tasks, as the model may be biased towards the majority

class (i.e. Death) and may not perform well on the minority class (i.e. Improved).

It is important to consider strategies such as resampling techniques, class weighting,

or using evaluation metrics that account for imbalanced data when working with

such datasets.
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Fig. 2. Discharge Status.

In this study, we utilized the Synthetic Minority Over-sampling Technique

(SMOTE). SMOTE is a commonly employed approach in machine learning for

oversampling. It generates synthetic samples from the existing dataset, thereby en-

hancing the classification capability, particularly for underrepresented classes. The

SMOTE algorithm in [41] is applied to the datasets for handling imbalanced data.

The original data set is split into two sets with an 80% training set and a 20%

testing set. The training set before applying SMOTE has 8638 samples. This in-

dicates that the original training dataset had 8,638 samples. The training set has

been increased to 14644 samples by applying SMOTE. This indicates that SMOTE

generated synthetic samples for the minority class to balance the dataset. In this

case, the SMOTE algorithm has increased the number of samples to 14,644 in the

training dataset. Testing set is used without applying SMOTE (i.e. 2160 samples).

This suggests that the testing dataset consists of 2,160 samples and has not been

modified by SMOTE. This means it seems that the SMOTE algorithm has been

applied to address the class imbalance issue yielding an increased number of sam-

ples. In the training dataset, The testing dataset remains unchanged and is used

for evaluation without applying any oversampling technique. The results obtained

from SMOTE are used for the application of machine learning algorithms to predict

the discharge status of ICU patients.

Feature Selection methods implementation: The implementation of feature selec-

tion encompasses various methods such as PCA, filter methods, wrapper methods,

and embedded methods. In order to reduce the dimensionality of the feature sets,

the filter selection method operates by evaluating the correlation between features

and the target variable, thereby selecting relevant features. This approach incor-

porates the ANOVA test, implemented as f classif from the Scikit-learn module.

One of the wrapper feature selection methods is Recursive Feature Elimination
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(RFE) which can be obtained from the Scikit-learn library. RFE selects features by

recursively eliminating the least important ones based on model performance. In

addition, embedded feature selection is implemented using L1(Lasso), L2(Ridge),

and a built-in feature select technique with a random forest algorithm in the Scikit-

learn library.

To put it in nutshell, though there are various feature selection methods, the

choice of the above feature selection methods is stated as (1)SelectKBest with

ANOVA is a widely used, computationally efficient, and interpretable method for

ranking features based on their relationship with the target variable. (2)Recursive

Feature Elimination (RFE) is a robust method that considers interdependencies

among features and their relevance to the target variable. (3)Regularization such

as L1 and L2 are an effective techniques for feature selection in high-dimensional

datasets, mitigate overfitting, and improve model generalization

Fig. 3. Feasure Importance by Feature Filter methods ( SelectKBest with ANOVA).

In Figure 3, feature importance scores are presented using two different methods:

ANOVA.The analysis was conducted on 23 feature sets of ICU data. The results

indicate that hospital, DX condition, payment type, address, pain score, respiratory

rate, and platelet are identified as the most important features by both feature

selection methods. Conversely, the feature sets including neutrophil, RBC, oxygen,

age, and SPO2 are determined to be the least important features.

In Figure 4, show feature importance by wrapper method (i.e. RFE feature selec-

tion). Age, length of stay, temperature, neutrophil, DX condition, PH, Lymphocyte
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Fig. 4. Feature Importance by Feature Wrapper method using RFE.

are from top most important features using RFE. In Figure 7, feature importance

is visualized using various methods of embedded feature selection. The subfigure 5

depicts the feature importance scores generated by L1 regularization. The subfigure

6 represents the feature importance obtained through L2 regularization techniques.

These methods were utilized to assess the significance of features in the dataset. The

results reveal that hospital, pain score, DX condition, pulse rate, oxygen, temper-

ature, respiratory rate, RBC, and age are identified as the most important features

by both the RF and DT methods. On the other hand, pain score, SPB, Platelet,

respiration rate, RBC, and RBS are determined to be the most important features

based on both L1 and L2 regularization.

Implementation of Machine Learning Models: This research develops a predic-

tive model using machine learning algorithms. The selection process prioritizes al-

gorithms that demonstrate exceptional performance, as evaluated by their accuracy

metrics.

After the data cleaning process is finished, the data set is divided into two

subsets: a training set and a testing set. To enhance the training process, the fit()

method is utilized to build the model.

The Decision Tree is a fundamental technique in machine learning that is com-

monly used for tasks involving classification and regression. This model is known for

its simplicity and effectiveness as it utilizes a set of learned rules from the training

data to guide decision-making. Decision trees are widely favored in various ap-

plications due to their easy comprehensibility, interpretability, and visualizability.
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Fig. 5. Feature Importance by L1

Fig. 6. Feature Importance by L2

Fig. 7. Feature Importance by Feature Embedded methods (L1 and L2).

In addressing the classification challenge at hand, the Decision Tree methodology

is employed. This approach involves transforming the data set into a hierarchical
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structure that resembles a tree. This is achieved by organizing the feature values

in a predetermined sequence. To implement this methodology, specific parameters

and the DecisionTreeClassifier() library packages are utilized.

By utilizing Decision Trees, this research aims to tackle the classification task

by creating a hierarchical structure that enables clear decision-making based on

learned rules from the training data. The simplicity and interpretability of Decision

Trees make them a valuable tool for understanding and analyzing complex datasets

in a wide range of applications.

Random Forest (RF) is a popular ensemble learning technique in machine learn-

ing that is widely recognized for its effectiveness in both classification and regression

tasks. This algorithm belongs to the decision tree family and is specifically designed

to improve the predictive accuracy and robustness of individual decision trees. The

implementation of Random Forest is carried out using the RandomForestClassifier()

library packages, along with their respective parameters. By leveraging the power

of multiple decision trees and their collective decision-making, Random Forest en-

hances the overall predictive performance by reducing overfitting and increasing

generalization ability. Random Forest is highly regarded for its ability to handle

complex datasets and produce reliable results. It combines the strengths of individ-

ual decision trees while mitigating their weaknesses, making it a valuable tool in

various machine learning applications.

In summary, the justification for the choice of these predictive models is that (1)

Random Forest is robust, scalable, handles high-dimensional datasets, and captures

complex relationships between features and the target variable. On the other hand,

the decision Tree is interpretable, captures non-linear relationships, and is widely

used in healthcare research.

The preprocessed dataset has the total size of the dataset amounts to 10798

instances. Among the entire dataset, the number of patients falls into the following

categories: Improved (1645), and Death (9153). The distribution of these classes in

the dataset, consisting of two classes, is depicted in the graphical representation

below.

Table 2. Models Performance

Model Accuracy Precision Recall F-Score AUC Confusion Matrix

RF 99.7 99.4 98.8 99.1 99.3

[
1829 2
4 325

]
DT 99.5 98.5 98.5 98.5 99.1

[
1826 5
5 324

]

Table 2 depicts a comparison of two different models, RF (Random Forest)

and DT (Decision Tree), based on various evaluation metrics. The accuracy of

the RF and DT models are 99.7 and 99.5, respectively, which means RF has a

relatively better accuracy in predicting the outcome compared to DT. The RF and

DT models have a precision of 99.4, and 98.5, respectively, which indicats that
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RF has a high rate of correctly identifying positive cases. The RF and DT models

have recall of 98.8 and 98.5 respectively, indicating that RF can identify a high

proportion of positive cases compared to DT. The models such as RF and DT have

F-score of 99.1 and 98.5, respectively indicating a good balance between precision

and recall. The F-score indicated a similar balance. The RF model has an AUC

of 99.3, suggesting a high level of discrimination between positive and negative

cases. The DT model also has an AUC of 99.1, indicating comparable performance.

The confusion matrix presents the number of true positives, true negatives, false

positives, and false negatives showing breakdown of the model’s predictions. The

results indicated that the RF model has classified 1829 instances correctly as true

negatives, 325 instances as true positives, 2 instances as false negatives, and 4

instances as false positives. Similarly, the DT model has categorized 1826 instances

correctly as true negatives, 324 instances as true positives, 5 instances as false

negatives, and 5 instances as false positives. In conclusion, both models look to

perform well, with high accuracy, precision, recall, F-score, and AUC values. The

RF model looks to have a slightly higher performance based on these metrics, but

the difference is relatively small. It’s important to take into account other factors

such as computational complexity, interpretability, and specific requirements.

Outcome of Feature Selection: The dataset underwent Recursive Feature Elim-

ination (RFE) for the purpose of feature selection. Since Recursive Feature Elim-

ination (RFE) is a more robust method and considers interdependencies among

features over the others. This procedure resulted from the identification of specific

sets of features that can be utilized for training the Random Forest (RF) and Deci-

sion Tree (DT) models. These selected attributes are then utilized in a classification

problem involving two distinct classes, namely ”Improved” and ”Death”. The pro-

cess of feature selection using the RFE method is used in the identification of the

most relevant and discriminative features that contribute significantly to the classi-

fication task. By selecting the appropriate set of features, the models can accurately

predict and effectively classify instances into their respective target classes.
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Fig. 8. Features heatmap based on Correlation method.

Figure 8 describes the dataset that includes twenty-four features of ICU patient

records. It shows that there are several feature pairs that exhibit high correlation.

Some of these pairs include SBP (Systolic Blood Pressure) and DBP (Diastolic

Blood Pressure), DBP and address (which seems unusual), and oxygen levels and

pain score. These feature combinations have a significant association, indicating

that changes in one characteristic might be related to changes in the other. This

information can be valuable for the classification task or analysis being performed

on the ICU patient records. For instance, a high correlation between SBP and DBP

indicates that changes in systolic blood pressure are likely to be accompanied by

changes in diastolic blood pressure as well. This knowledge can aid in predicting

or understanding the patient’s condition. Similarly, a strong correlation between

oxygen levels and pain score indicates that changes in one may be a sign of changes

in the other. With the use of this data, the correlation between these variables can

be investigated, and treatment plans or treatments can be developed in response to
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the findings. It’s crucial to remember that a feature’s association does not always

imply a cause. Further analysis by domain experts is required to understand the

underlying mechanisms and interpret the findings accurately.

5. Conclusions, Contributions and Recommendations

The study used data obtained from five Ethiopian public hospitals to develop a

technique based on machine learning for predicting the mortality rate of ICU pa-

tients. The study uses several kinds of feature selection techniques, including fil-

ters, wrappers, and embedding algorithms, to determine which features are most

important to the prediction objective. We used two machine learning algorithms’

performances—Random Forest and Decision Tree—on the chosen attributes that

were compared in the paper. The efficacy and dependability of both models for ICU

patient mortality prediction have been demonstrated through the useful accuracy,

precision, recall, F-score, and AUC values reported in the paper.

The research offers an in-depth look at the ICU data from Ethiopia, a low-

income country with limited health resources and data availability, which could

add to the body of knowledge on ICU patient mortality prediction. Through the

use and evaluation of numerous feature selection techniques and algorithms for a

difficult and demanding problem domain, the study also made a contribution to the

field of machine learning. The research offered insightful information about the vari-

ables affecting the outcomes of ICU patients as well as the prospective applications

of machine learning to assist in healthcare decision-making and resource allocation.

The last but not least contribution is that creation of a dataset of 10,798 records for

ICU patient mortality and length of stay prediction is a valuable resource for devel-

oping predictive models in critical care settings. Such models can have important

implications for patient care, resource allocation, and healthcare planning.

Future research directions were suggested in the paper, which include expanding

the areas of data collection to encompass more hospitals and regions, incorporating

more variables and features pertaining to ICU patient care, investigating different

machine learning models and techniques, and verifying the findings with additional

data sources and the views of experts. The paper also recommended conducting

further studies on the impact of machine learning on ICU patient mortality pre-

diction on the quality of healthcare services, patient satisfaction, and health policy

implications.

We recommend policy makers intervene in variables affecting the outcomes of

ICU patients to consider in healthcare policy. Moreover, the applications of the

mortality severity prediction model will assist significantly in healthcare decision-

making and resource allocation and the dataset of 10,798 records for ICU patient

mortality and length of stay prediction is a valuable resource for critical care set-

tings. When more data is available, disease based model is more reliable and signif-

icant than the generic mortality model. In the end, we suggest explainable AI to be

applied to provide further insights into the performance of the mortality severity
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model.

6. Ethical Considerations and Data Access Permissions

This research study is reviewed and ethically cleared by different bodies such as Ad-

dis Ababa Science and Technology University institutional ethical clearance board,

Addis Ababa healh bureau, and participating hospitals are providing letters to al-

low access ICU data from well ensuring compliance with ethical standards. Access

to the Intensive Care Unit (ICU) data was granted by the participating hospitals

in this study. To protect patient privacy and confidentiality, all patient identifiers

were anonymized prior to data analysis. The research team strictly adhered to data

protection and privacy regulations throughout the study. The collected data was

securely stored and accessible only to authorized personnel involved in the research

project. Any personal information obtained during the study was handled with

utmost confidentiality and used solely for research purposes.
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